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Zhigang Shuai 1,2,*, Qian Peng 2,*

1 MOE Key Laboratory of Organic Optoelectronics and Molecular Engineering, Department of Chemistry, Tsinghua University, 100084 Beijing, China

2 CAS Key Laboratory of Organic Solids, Institute of Chemistry, Chinese Academy of Sciences, 100190 Beijing, China

*Email: zgshuai@tsinghua.edu.cn, qpeng@iccas.ac.cn
ABSTRACT

Theoretical understanding of organic light-emitting diodes (OLEDs) started from the quest to the nature of the primary excitation in organic molecular and polymeric materials. We found the electron correlation strength, bond-length alternation as well as the conjugation extent, have strong influences on the orderings of the lowest-lying excited states through the first application of density matrix renormalization group (DMRG) theory to quantum chemistry. The electro-injected free carriers (with spin 1/2) can form both singlet and triplet bound states. We found that the singlet exciton formation ratio can exceed the conventional 25% spin statistics limit. We proposed a vibration correlation function formalism to evaluate the excited state decay rates, which is shown to not only give reasonable estimations for the quantum efficiency but also a quantitative account for the aggregation-induced emission (AIE). It is suggested to unravel the AIE mechanism through resonant Raman spectroscopy.
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Introduction

The electro-pumped organic molecular film can be made highly efficient light-emitting devices, as discovered by Tang and van Slyke [1] for small molecules and by Burroughes et al. for polymers [2]. Gustaffson et al. proposed solution processed printable polymer light-emitting technology [3]. Later, Ma, Chi et al. [4]
and Thompson, Forrest et al. [5] expanded materials system to organo-metallic molecules to promote the internal light-emitting quantum efficiency by utilizing the electro-pumped triplet states with the aid of the strong spin-orbit coupling. And then, to avoid severe triplet-triplet annihilation, organometallic dendrimers have been suggested to get rid of the efficiency drooping at high current intensity. [6] In the typical electroluminescent device, charge carriers (electrons and holes) are injected into the active layer to form both singlet and triplet bound pairs in addition to electric current (waste). The overall external quantum efficiency can be written as: 

\[ \eta = \eta_{\text{rec}} \eta_s \eta_{\text{pl}} \eta_{\text{OC}} \]

where \( \eta_{\text{rec}} \) is the recombination ratio from free carriers to bound pairs, \( \eta_s \) is the singlet exciton portion for fluorescence, \( \eta_{\text{pl}} \) is the photoluminescence quantum efficiency \( \eta_{\text{pl}} = \frac{k_r}{k_r + k_{nr}} \) where \( k_{(nr)} \) is the radiative (non-radiative) decay rate of the singlet exciton, and lastly \( \eta_{\text{OC}} \) is the optical coupling constant, namely the portion of generated photons escaping the device, which is typically around 0.2. The originality of Ma-Chi and Thompson-Forrest’s work was to overcome the limit of singlet exciton only, namely, using electrophosphorescence to overcome the spin symmetry restriction, since the traditional wisdom stating the singlet exciton formation ratio is limited to 25% and the 75% triplet exciton is wasted. Strong spin-orbit coupling first converts singlet to triplet excited state, then coupled with the electric dipole interaction the lowest triplet state continues to convert the excited-state energy to light. Such strategy can achieve 100% internal electroluminescence quantum efficiency [7], namely, all the injected electrons are converted to photons.

It can be noted that excited state, both electronic structure and dynamics, is the
central theoretical issue for OLEDs, much as the band structure for inorganic semiconductors. In this review, for describing the (polymer) long chain excited states, we developed symmetrized DMRG for long-ranged potential to examine the excited state orderings which governs the light-emitting and is governed by electron correlation. For complex molecules such as organo-metallic and AIE molecules, we applied the time-dependent density functional theory (TDDFT). For the excited state dynamics, since the time scales spans from nanosecond to microsecond, we derived a vibration correlation function rate formalism to avoid the complexity of excited state dynamics. And the center of focus is \( \eta_S \) and \( \eta_{pl} \).

**Breaking the curse of 25% limit for \( \eta_S \) in OLEDs**

Electrophosphorescence can lead to \( \eta_S =100\% \). However, triplet emission suffers from the triplet-triplet annihilation at high density, causing a serious efficiency drooping. Moreover, triplet emission in general has long lifetime, detrimental for display technology. Seeking highly efficient singlet emission has been a longstanding task for OLEDs. Breaking the curse of 25% limit for \( \eta_S \) in OLEDs has long became the center of interest in the field. Along this line, Cao et al. demonstrated that for ordered large molecular weight polymers, the external electroluminescence quantum efficiency can reach 4% while that of photoluminescence is 8%, implying the possibility of singlet formation ratio exceeding the 25% spin statistical limit [8]. This finding has aroused very strong fundamental interest, not only for the sake of seeking
highly efficient singlet emission materials, but also for the understanding of the
elementary electronic processes in OLEDs. A variety of theoretical models have been
proposed starting with Shuai et al. postulating a conjecture: \( \eta_i = \frac{k_s}{k_s + 3k_T} \) [9], where
\( k_{S(T)} \) is the singlet (triplet) exciton formation rate, followed by a number of arguments
which all demonstrated the possibility of \( k_s > k_T \) or even \( k_s \gg k_T \) [10-14]. Such
theoretical perspective stimulated further experimental explorations into the
spin-dependent exciton formation dynamics which in general support the theoretical
prediction [15-19]. One essential assumption in such a model is the diminishingly
small exchange energy for the interchain charge transfer (CT) state (see Scheme 1),
which allows facile interconversion between the singlet and triplet CT manifolds, as
demonstrated experimentally for well-ordered ladder-type poly-paraphenylenes [20].
The eventual exciton formation rates from CT states are indeed spin-dependent. And a
simple form is postulated
\[
r_{S/T} = \frac{k_s}{k_T} = \frac{E_b^T}{E_b} \quad [21, 22],
\]
where \( E_b \) is the exciton binding energy. We found that \( r_{S/T} \) is electric field dependent [22] from quantum chemistry
computation, which is confirmed by experiment only very recently: by virtue of the
computed \( r_{S/T} \). Takahashi et al. have directly monitored bias-dependent variations in
the exciton formation ratio of working organic light emitting diodes [23]. Successful
proves of principle in materials design have also been achieved in Philips Research
Center for polymer [24] and by a Michigan-Singapore collaboration in molecular
design leading to a discovery of OLEDs materials with internal quantum efficiency
from 40% to 62% [25].
Recently, Adachi et al. proposed the thermally activated delayed fluorescence (TADF) mechanism (see Scheme 2) by upconverting the electro-pumped triplets back to singlets, achieving $\eta_S = 100\%$ [27]. The difference between Scheme 1 and Scheme 2 is that the interchain process is not needed for the latter and the spin conversion now occurs at the lowest excited state with small exchange energy in donor-acceptor (D-A) molecules with minimum overlap between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO): the energy gap between $S_1$ and $T_1$ (twice the exchange energy) can be approximated as $2W = 2\int \psi_H(r_1)\psi_L(r_1) \frac{1}{r_{12}} \psi_H(r_2)\psi_L(r_2) dr_1 dr_2$. For the D-A compounds, HOMO distributes mostly on donor part while LUMO on the spatially separated acceptor part, leading to a small $W$, then the electro-pumped triplets $T_1$ can easily be converted to $S_1$ through a thermally activated reverse intersystem crossing, resulting in delayed fluorescence and achieving in principle 100% singlet emission [28]. Since the electric transition dipole moment can be expressed as $\mu = e\int \psi_H(r)\psi_L(r) dr$, it is immediately noted that the TADF compounds in general possess low radiative decay rate, which is proportional to $\mu^2$. Thus, molecular design strategy needs to consider molecular packing mode to suppress the non-radiative decay channels. In addition, the efficiency roll-off becomes serious at high current due to the long delayed process.

An alternative way to beat the 25% statistic limit is to benefit the triplet-triplet annihilation (TTA) which can convert partially electro-excited triplets back to singlet...
excited states, namely, two triplets recombine to generate one singlet, elevating the theoretical singlet portion limit to \(25\% + 75\%/2 = 62.5\%\). Monkman and collaborators have demonstrated the working principle [29]. The advantage of TTA is to avoid the D-A type exciton, detrimental for charge recombination. In fact, an efficient TTA process is favored by a relatively large exchange energy \(W\) [30], allowing a large radiative decay rate. Nevertheless, TTA would also lead to more singlet ground states. It was estimated that only 15% can be added from triplet manifold to singlet excitons [31]. Thus, efficiency improvement from this approach is quite bounded.

Very recently, Ma and collaborators came up with a hot exciton mechanism, or hybridized local and charge transfer (HLCT) [32]. The central idea is to mix the localized excitation (LE) with the CT state in molecular design so that the CT excited states locate above the LE ones: the former is helpful for interconversion between spin manifolds, while the latter favor optical emission, shown in Scheme 3. This picture is also close to Scheme 1, except now all the energy levels stem from intramolecular species, instead of intermolecular one. These authors have demonstrated some successful molecular design examples, such as triphenylamine (TPA) substituted anthracene derivative, achieving 50% singlet exciton portion. Further developments based on TPA have produced high electroluminescence efficiency approaching 97% for singlet portion [33]. A novel bipolar phenanthroimidazole derivative has also been shown to yield singlet exciton portion of 31%, which was attributed to the HLCT mechanism by Lee et al. [34].
Li et al. investigated the electroluminescence for neutral $\pi$-radicals [35]. The neutral radical itself possesses spin half. Combined with injected electron and hole, the three-spin system can give 8 microstates with 4 states of spin 1/2 and 4 states of spin 3/2. So, intrinsically, even from the spin statistics, the internal quantum efficiency limit is 50% (not 100% as claimed in Ref. 35). Denoting spin up as $\alpha$ and down as $\beta$, for two particles (electron and hole), we have the injected pair as:

\[
| S = 0, S_z = 0 >= \frac{1}{\sqrt{2}}[\alpha(1)\beta(2) - \alpha(2)\beta(1)]
\]  \hspace{1cm} (1)

\[
| S = 1, S_z = 1 >= \alpha(1)\alpha(2)
\]

\[
| S = 1, S_z = 0 >= \frac{1}{\sqrt{2}}[\alpha(1)\beta(2) + \alpha(2)\beta(1)]
\]  \hspace{1cm} (2)

\[
| S = 1, S_z = -1 >= \beta(1)\beta(2)
\]

Spin 1/2 (the radical) coupling with $S=0$ gives rise to two microstates:

\[
| S = \frac{1}{2}, S_z = \frac{1}{2} >= \frac{1}{\sqrt{2}}[\alpha(1)\beta(2) - \alpha(2)\beta(1)]\alpha(3)
\]  \hspace{1cm} (3)

\[
| S = \frac{1}{2}, S_z = -\frac{1}{2} >= \frac{1}{\sqrt{2}}[\alpha(1)\beta(2) - \alpha(2)\beta(1)]\beta(3)
\]

And the coupling with $S=1$ results in total spin 3/2 and 1/2. The former with four microstates is wasted since the initial state (radical) is spin 1/2, and the latter with two microstates can be written by virtue of Clebsh-Gordon coefficients as:

\[
| S = \frac{1}{2}, S_z = \frac{1}{2} >= \sqrt{\frac{2}{3}}\alpha(1)\alpha(2)\beta(3) - \sqrt{\frac{1}{6}}[\alpha(1)\beta(2) + \alpha(2)\beta(1)]\alpha(3)
\]  \hspace{1cm} (4)

\[
| S = \frac{1}{2}, S_z = -\frac{1}{2} >= \sqrt{\frac{1}{6}}[\alpha(1)\beta(2) + \alpha(2)\beta(1)]\beta(3) - \sqrt{\frac{2}{3}}\beta(1)\beta(2)\alpha(3)
\]

Thus, out of eight microstates, we get four spin conserved, $\eta_S=50\%$.

Nevertheless, usually the molecular radical possesses low photoluminescence quantum efficiency. Even with higher spin statistical limit for electro-pumped
excitation, the overall efficiency is low for radical. It is highly desirable to design radical with high photoluminescence. This is a new direction with potential application.

Li, Shuai et al. recently put forward a TPI (triplet-polaron interaction) mechanism to explain a highly efficient OLED materials 4-N-[4-(9-phenylcarbazole)]-3,5-bis(4-diphenlaminophenyl)-4H-1,2,4-triazole, for which the TADF, TTA, HLCT mechanisms have been all carefully excluded [36]. The collision of a triplet exciton (S=1) with a polaron (S=1/2) can produce a singlet exciton (S=0) and a polaron (S=1/2), which is a spin conserving process: T+P→P+S. Since the triplet exciton is directly electro-excited, the collision with carrier can lead to direct emission, which is driven by thermal activation, electric field, as well as intermolecular electron or hole hopping. Energetically, this process is upconversion. However, two factors make this process possible: (i) theoretically, we demonstrated that this is a spin allowed process and the electronic coupling term has the same origin as the intermolecular charge transfer which is two to three orders of magnitude larger than the spin-orbit coupling required for intersystem crossing; (ii) due to the presence of polaron, the electric field can accelerate the process providing a favorable driving force.

In one word, the generally believed wisdom widely documented in textbook that the internal quantum efficiency for organic electrofluorescence is limited to 25% can be broken either through molecular design or by intermolecular organization.
The orderings of the lowest-lying excited states in conjugated chain

Michael Kasha made an outstanding observation: the molecular luminescence is determined by the lowest excited state [37], termed as Kasha’s rule. This became a principle for molecular design of luminescent materials, even though there exist exceptions such as azulene derivatives where optical emission was from the S<sub>2</sub> state [38]. Thus, molecule or polymer with a dipole-forbidden lowest excited state deems to be non-emissive. The first conducting polymer, polyacetylene is dark due to the long known fact that the lowest excited state in polyene is of even parity A<sub>g</sub> state. For polyene, the HOMO to LUMO transition (|H-L>) is always dipole allowed (B<sub>u</sub>) state. However, due to the electron correlation effect, the lowest excitation in polyenes is no longer |H-L> transition. Instead, it is of double excitation |HH-LL>. This calls for accurate computational methodology for calculating the lowest-lying excited states structure. Even with the state-of-the-art time dependent density functional theory (TD-DFT) with commonly employed functionals, the lowest excited state is always computed to be of B<sub>u</sub> symmetry, much as in single electron model. Other post-Hartree-Fock method is not applicable for large systems with high accuracy: it was demonstrated that even the Equation Of Motion Coupled Cluster Single and Double (EOM/CCSD) method produced the wrong ordering for polyenes longer than 20 π-electrons [39]. Organic materials usually have quite low dielectric constant ε ~ 2-3, in contrast to inorganic semiconductor (ε>10). Thus, in the solid state, the Coulomb interaction (V(r)=1/εr) cannot be well screened out. For the optical property, such interaction leads to much more pronounced electron-hole binding, or
exciton. And it is also the origin of the excited state ordering alteration. The minimal model to describe electron correlation effect is the Hubbard model, which gives a penalty $U$ in energy for double occupation. But this model is not appropriate for exciton, since the Hubbard $U$ does not contain any attraction between electron and hole at half-filling [40]. In fact, in the occupation representation, an electron excitation is a double occupation site and a hole is the empty site. In the large $U$ limit, the charge excitation energy is simply $U-4t$ both for infinite electron-hole separation (band edge) and for finite separation (exciton), leading to zero exciton binding. Once a nearest-neighbor correlation term $V$ is introduced, the smallest nearest neighbor excitation energy becomes $U-V-2t$, leading to an exciton binding energy $V-2t$. [40b] In addition, to distinguish the chemical difference for the polymer unit cell, we add another parameter $\delta$ designated as the bond-alternation parameter. So, the model Hamiltonian for the conjugated chain reads:

$$H = -\sum_i [(1-\delta)(c_{i\sigma}^\dagger c_{i+1\sigma} + h.c.) + U\sum_i n_{i\uparrow} n_{i\downarrow} + V\sum_i (n_i - \mu)(n_{i+1} - \mu)]$$

where $t$ and $V$ are the nearest neighbor transfer integral and Coulomb interaction, respectively, $\delta$ is the nearest neighbor transfer integral and Coulomb interaction, respectively, $\delta$ is the bond length alternation parameter, and $\mu$ is the chemical potential. Such model can indeed correctly describe the exciton binding behavior for conjugated polymer [40]. The V-term is a simplified Pariser-Parr-Pople long range potential $\sum_{i\neq j} V(r_{ij})(n_i - \mu)(n_j - \mu)$, a semi-empirical quantum chemistry model.

S. R. White proposed the density matrix renormalization group (DMRG) formalism which was found to be almost exact for short ranged one-dimensional quantum systems, such as Heisenberg model and Hubbard model [41]. The reduced
density matrix for the $i$-th iteration is obtained from the ground state wavefunction of the $(i-1)$-th step and is continuously truncated to a fixed space dimension. For shorted ranged 1-d model, the reduced density matrix is quite localized. However, the accuracy drastically decreases even going to 2-dimensional localized system such as t-J model [42]. In addition, since the reduced density matrix depends on the targeted state, excited state usually expands in different reduced Hilbert space from the ground state, which needs different algorithm. Our symmetrization algorithm [43] as well as the extension to long-ranged potential [44, 45] has been shown to give reliable descriptions for conjugated chain systems for the low-lying excited states ordering, the exciton binding energy which has been hotly debated for polymers [40, 45], and the nonlinear optical response [46], for all of which electron correlation effect is shown dominates. These work, especially the extension to long range potential started the application of DMRG to quantum chemistry. Thanks to the eminent contributions by Chan, [47] DMRG now becomes an option for highly accurate quantum chemistry calculation [48]. It is especially powerful when coupled with traditional post-Hartree-Fock methods [49].

For the model Hamiltonian Eq. (5), a symmetrization scheme based on center inversion, charge conjugation, and spin flip (for half-filling) was found to be highly effective for targeting the low-lying excited states for conjugated long chains. Spin flip symmetry helps to divide the basis into odd ($S=1, 3, 5, \ldots$) and even ($S=0, 2, 4, \ldots$) space, thus excluding the triplet excitation from the singlet manifold. Charge conjugation operation interchanges electron and hole at half-filling, classifying the
excitation space into ‘covalent’ and ‘ionic’ subspaces. This symmetry is especially useful when optical excitation is concerned since the selection rule requires the electric dipole transition occur between covalent and ionic states. The advantage of such symmetrization lies in automatically excluding the intruding configurations in the renormalization processes.

The ordering of the low-lying excited states is sensitive to many factors, especially the electron correlation and electron-phonon coupling. It was long known that in polyenes, the excitation with double excitation character (2A_g) lies below the single excitation (1B_u), in sharp contrast to the mean-field description. Such behavior is illustrated in Fig. 1(a) for model system of Eq. (5) for N=8 and N=80 calculated by our symmetrized DMRG. It showed that electron correlation tends to enhance the ionic excitation and to stabilize the covalent excitation.

Further investigations demonstrated more excited state ordering crossovers. Soos et al. first pointed out an effective bond length alternation crossover [50]. Later, we found that the crossover point is also size-dependent, implying possibility of a quantum confinement effect for the ordering [44]. The DMRG nearly exact solutions present two kinds of crossovers shown in Fig. 1 (b) and (c).

Fig. 1(b) implies that for some parameter for short conjugated chain, if 2A_g is below 1B_u, upon elongating the chain length, the 1B_u can become below, since 2A_g can be viewed as two triplet states, which is repulsive when chain is too short, but when the space is allowed, the 2A_g state saturates since triplets are much more
localized than $1B_u$ state. Fig.1(c) indicated that for short chain (N=8), the critical $\delta$ is around 0.27 but for long chain, it becomes 0.15. This implies that for $\delta$ in between, there should occur $N$ crossover as in Fig. 1b.

The excited-state ordering crossover can be employed for molecular design. It is known that both polyacetylene (PA) and polydiacetylene (PDA) are dark because their $2A_g$ is below $1B_u$ but PDA possesses large carrier mobility (chemical structure see Scheme 4). The question is how to make chemical substitutions to alter the ordering so that PA or PDA can emit light. This is possible in principle. Since the $1B_u$ is of ionic character, if the chemical substitution can induce charge transfer from side group to the backbone to stabilize the lowest ionic excited state, then $1B_u$ can come below $2A_g$. Since the ordering is very sensitive to the levels of theory, it is impossible even nowadays to carry out highly accurate quantum chemistry method to decide the excited-state ordering for large systems. Based on our basic understandings and some benchmark calculations, we came up with a quantity $\rho$ to characterize the amount of charge transferred from side-chain to backbone

$$\rho = \frac{\sum_{\mu \in \text{sub}} |C_{H\mu}|^2}{\sum_{\mu \in \text{sub}} |C_{L\mu}|^2}$$

where $C_{H(L)\mu}$ is the molecular orbital coefficient of HOMO (LUMO) at the polymer backbone adjacently linking to the substituents [51]. The assumption behind is that in general, the ionic $1B_u$ state can be simply described by a single determinant excitation HOMO \rightarrow LUMO. If $\rho$ is close to 1.00, it implies the chemical substitutes contribute equally to HOMO and LUMO, thus does not change the nature of excitation. Suppose $\rho$ deviates well away from 1.00, it means some imbalance between electron and hole upon
substitution, implying possibility of ionic character is enforced. \( \rho \) can be easily calculated from molecular orbital theory such as Hartree-Fock or DFT, instead of highly time-consuming or even impossible correlated electronic structure methods which is necessary for \( 2A_g \).

[INSERT SCHEME 4 HERE]

For PA, we list in Table 1 the molecular orbital calculation results with various substituents, in comparison with the experiments. It is seen that the \( \rho \) value correlates well with the luminescence behavior, namely, for \( \rho \) is well away from 1, luminescence of the substituted PA is strong.

[INSERT TABLE 1 HERE]

[INSERT FIGURE 2 HERE]

Unfortunately, for PDA with a series of substituents, the \( \rho \) values are always around 1. The preliminary investigation indicated that it is impossible to make PDA light-emitting. To reveal the difference between PA and PDA, we depict the frontier orbital profiles upon substitution in Fig. 2. The charge distributions spread to the side-chain (phenyl rings) for PA but not for PDA, since the latter can be regarded as more “rigid” electronically, namely, side-chain substitution cannot alter the frontier orbital in the polymer backbone.

Next example is the molecular design for highly efficient red or infrared emission molecules: narrow gap implies small radiative decay rate and large internal conversion rate according to energy gap law. We predicted a series of red and near-infrared strongly emitting rylene derivatives by introducing heteroatom bridges
into the dark long-chain rylene. [55] The optical properties of rylene have attracted considerable attention because it is very facile to gain the emissions in full color range by solely changing the chain length. [56] But it is unfortunate the dark $2A_g/B_{3g}$ state lies below $1B_u$ state when the chain length is elongated to some extent. The crossover of $1B_u/2A_g$ occurs between terrylene and quaterylene according to quantum chemistry calculation at various levels. Consequently, the perylene and terrylene emit strong fluorescence while the quaterrylene and longer rylene show much weaker or undetectable fluorescence as observed in experiments. [57, 58] Following the molecular design rule based on the quantity $\rho$, we try to vary the frontier orbital nature by introducing the electron-withdrawing heteroatom bridges along the side-chain (seen in Scheme 4).

The calculated $\rho$ values as well as the lowest excited singlet state property are listed in Table 2, and all deviated appreciably from 1.0 for the rylene derivatives, because the annulated heteroatoms can indeed cause the charge redistribution of the frontier orbitals as expected. Namely, the LUMO orbitals delocalized over the heteroatoms owing to their electron-withdrawing ability while the HOMO orbitals are unchanged for not involving the contribution of heteroatoms (taking QNN as an example compared with the pristine quaterrylene seen in Fig. 3). The emission spectra and quantum efficiencies are further predicted in Figure 4. And they are found to be the desiring excellent red and near-infrared emitters with maximum peak position at 670–1008 nm and large fluorescent quantum yield over 90%.

[Insert Table 2 Here]
Another application for molecular design is for the photovoltaic polymers. Poly(3-hexylthiophene) is a landmark materials but the power conversion efficiency is limited by the relatively large band gap. Poly(2,5-thienylene vinylene) (PTV) and its derivatives (Scheme 4) possess low bandgap 1.55 – 1.8 eV and large carrier mobility [59]. Surprisingly, the photovoltaic performance is extremely low (0.2-0.9%) [60]. Ultrafast spectroscopy for a PTV oligomer: PCBM composite by Heeger group demonstrated that the photoinduced electron transfer efficiency is as low as 5% and the non-radiative decay time is as short as 0.6 ps [61]. Namely, PTV is non-emissive. It was suggested that there exists concomitant relationship between light-emitting and photovoltaics, the two completely inverse processes. In fact, Li group found that the photovoltaic efficiency for the non-emissive P3HTV is as low as 0.2%. However, upon chemical substitution, the emissive poly(3-carboxylated-2,5-thienylene vinylene), it reaches 2% [62]. This is understandable from the exciton diffusion point of view: suppose the photoexcitation is relaxed to the lowest state 2A_g, it can no longer migrate through dipole-dipole interaction.

High level quantum chemical calculation indicated that the 2A_g is below 1B_u for pristine PTV [63]. Molecular orbital calculations for the ρ values of the five-type substitutions are given in Table 3 in comparison with the nature of S_1 and experimental luminescence. It is seen indeed when ρ is close to 1.00, there is no luminescence. The computational study not only reproduces well the experimental facts that no luminescence for CH_3 or OH substitution and with luminescence for
COOH, but also predict two compounds with electron withdrawing groups CHO and NO₂ could be emissive, thus potential candidate for photovoltaic application.

[Insert Table 3 Here]

**Formalism for evaluating the nonradiative decay rate and the luminescence quantum efficiency**

Now, we come to the photoluminescence quantum efficiency $\eta_{pl} = \frac{k_r}{k_r + k_{nr}}$. $k_r$ is dictated by spontaneous emission mainly determined by Einstein relationship $k_r = f\Delta E^2/1.5$ where $f$ is the dimensionless oscillator strength and $\Delta E$ is the vertical transition energy (in unit of cm⁻¹) at the excited-state geometry to give rise to the rate in unit of s⁻¹. When line-width broadening effect due to vibrational regression is considered, the rate can be obtained by integration over the whole emission spectrum: $k_r = \int d\omega \sigma_{em}(\omega)$. For most organic chromophores, $f \sim 1.0$, and for visible light, the typical radiative decay rate is between $10^8 \sim 10^9$ s⁻¹. Namely, the time scale for OLEDs is nanosecond for fluorescence. This poses a serious challenge for theoretical investigation on the non-radiative decay process, since the molecular dynamics involving the excited state can only be run up to picosecond scale, far shorter than the light emitting process. Thus, the rate assumption from Fermi-Golden rule is practically the only way to computationally assess the $\eta_{pl}$. In such an approach, the nuclear motion can be considered as a collection of harmonic oscillators. Even for complex molecules, the Franck-Condon factor as well as the Herzberg-Teller effect
and the Duschinsky rotation effect can be taken into account to evaluate the optical absorption and emission spectra as well as to calculate the radiative decay rate at the first-principles level now [64-69]. The major difficulty to estimate \( \eta_{pl} \) lies in the non-radiative decay. \( k_{nr} \) consists of two contributions: the internal conversion \( k_{IC} \) from \( S_1 \) to \( S_0 \) and the intersystem crossing \( k_{ISC} \) from \( S_1 \) to \( T_1 \) arising from the non-adiabatic coupling and spin-orbit coupling, respectively:

\[
\hat{H}^n \Psi_{i n} = \hat{H}^{BO} \Phi_i (r; Q) \Theta_{m_i}(Q) + \hat{H}^{SO} \Phi_i (r; Q) \Theta_{m_i}(Q)
\]

(6)

where \( \hat{H}^{BO} \) is the non-adiabatic coupling and \( \hat{H}^{SO} \) is the spin-orbit coupling, \( r \) and \( Q \) are the electronic and nuclear normal coordinates, respectively, and \( \Phi \) and \( \Theta \) are the wavefunctions for electron and vibrational motions, respectively. By neglecting the small term \( \partial^2 \Phi_i / \partial Q^2 \), the first term can be expressed as:

\[
\langle \Phi_i \Theta_{m_i} | \hat{H}^{BO} | \Phi_i \Theta_{m_i} \rangle = -\hbar^2 \sum_k \langle \Phi_i \Theta_{m_i} | \frac{\partial \Phi_i}{\partial Q_k} \frac{\partial \Theta_{m_i}}{\partial Q_k} \rangle = \sum_k \langle \Phi_i \Theta_{m_i} | \left( \hat{P}_k \Phi_i \right) \left( \hat{P}_k \Theta_{m_i} \right) \rangle
\]

(7)

Where \( P_k \) is the nuclear momentum operator for the \( k \)-th normal mode, index \( f \) is the final electronic state. For the internal conversion process, the transition rate can be recast as:

\[
k_{IC} = \frac{2\pi}{\hbar} \sum_{f i} \sum_k Z_k^{-1} R_{i k} \rho_{IC,i}(t, T) \left| \sum_k \left( \Phi_i | \hat{P}_k \Phi_i \right) \left| \Theta_{m_i} \right| \hat{P}_k \Theta_{m_i} \right|^2 \delta(E_{m_i} - E_{i m_i})
\]

(8)

Where \( P_i \) is the statistical averaged weight of the initial state.

Under the harmonic oscillator model and the Condon approximation, by virtue of Fourier transformation for the Dirac delta function, the rate can be reduced to:

\[
k_{IC} = \frac{1}{\hbar} \int_{-\infty}^{\infty} dt e^{i\omega_i t} \sum_{k, J} Z_k^{-1} R_{i J} \rho_{IC,i}(t, T)
\]

(9)

where \( R_{i J} = \langle \Phi_i | \hat{P}_k | \Phi_i \rangle \langle \Phi_J | \hat{P}_\rho | \Phi_J \rangle \) is the non-adiabatic electronic coupling.
prefactor and \( Z_i \) is the partition function. \( \rho_{IC,i}(t,T) \) is the thermal vibrational correlation function, first obtained by Peng et al. [70]:

\[
\rho_{IC,i}(t,T) = \text{Tr}\left[ \hat{P}_i e^{-i\tau \hat{H}_i} \hat{P}_i e^{-i\tau \hat{H}_i} \right]
\]  

(10)

We first trace over the initial (excited) state nuclear coordinates:

\[
\rho_{IC,i}(t,T) = \int_{x} dx' \langle x' | \hat{P}_i e^{-i\tau \hat{H}_i} \hat{P}_i e^{-i\tau \hat{H}_i} | x' \rangle
\]

(11)

where the vector \( x' \) represents the excited-electronic (initial) state normal mode coordinates \( Q_{x_i} \). Inserting three complete sets of ground (final) states \( y, z \) and \( w \), and one complete set of the excited (initial) state \( y' \):

\[
\rho_{IC,i}(t,T) = \int_{x} dx dy dz dw' \langle x' | x \rangle \langle x | \hat{P}_i | y \rangle \langle y | e^{-i\tau \hat{H}_i} | z \rangle \langle z | \hat{P}_i | w \rangle \langle w | y' \rangle \langle y' | e^{i\tau \hat{H}_i} | x' \rangle
\]

(12)

The transformation between two spaces is the Duschinsky rotation:

\[
\langle x' | x \rangle = \delta[x' - (Sx + D)]
\]

(13)

And the normal momentum matrix element is:

\[
\langle x_k | \hat{P}_i | y_k \rangle = -i\hbar \frac{\partial}{\partial x_k} \delta(x_k - y_k)
\]

(14)

By virtue of multidimensional Gaussian integration of the type:

\[
\langle x | e^{-i\tau \hat{H}} | y \rangle = \frac{1}{\sqrt{2\pi i\hbar}} \exp\left\{ \frac{i}{\hbar} [\frac{1}{2} b(\tau)(x^2 + y^2) - a(\tau)xy] \right\}
\]

(15)

for harmonic oscillator Hamiltonian \( H \), where \( a(\tau) = \omega / \sin(\hbar \omega \tau) \) and \( b(\tau) = \omega / \tan(\hbar \omega \tau) \), Eq. (12) can be integrated analytically after some extremely tedious algebra, see Ref. [71]. Due to the mathematical analyticity, the computational
scale is simply $N^3$ before entering Eq. (9) for time integration, which can be computed efficiently through fast Fourier transformation technique.

The spin-orbit coupling brings about three major effects: (i) the intersystem crossing from $S_1$ to $T_1$ non-radiatively, which adds to $k_{nr}$ in the denominator for determining the photoluminescence efficiency; (ii) the phosphorescence from $T_1$ to $S_0$ via one virtual electric dipole transition step; (iii) and the direct non-radiative decay from $T_1$ to $S_0$ to compete with the phosphorescence. Parallel to Eqs. (9-12), the three decay rates related to transitions across spin manifolds can be also expressed analytically, see Ref. [72]. Namely, we have five rates formalisms expressed by thermal vibration correlation function at the same footings: displaced and distorted harmonic oscillator model.

We took $\text{fac-tris}(2-(4,6$-difluorophenyl)pyridyl iridium ($\text{fac-Ir(F}_2\text{ppy})_3$) as an example to investigate its photophysical properties by the above formalisms [73]. Fluorination in the ligand led to a blue-shift in emission compared to the archetype $\text{fac-Ir(ppy)}_3$. The geometry optimization for $S_0$ and $T_1$ has been carried out by B3LYP and UB3LYP – 6-31G** with Ir with LANL2DZ basis, respectively.

Based on the $S_0$ structure, the spin-orbit coupling constants are calculated by Dalton program and the non-adiabatic coupling coefficient is evaluated by a first-order perturbation. First, we compared our theoretical phosphorescence spectrum with experiment from Ref. [74] in Fig. 4, where only 0.1 eV shift in origin was made to match the peaks, well justifying the applicability of UB3LYP for the triplet state.
There is no broadening factor was introduced: the spectrum lineshape is simply from the vibronic structure and temperature effect.

[Insert Figure 4 Here]

The spin-orbit coupling between $T_1$ and $S_0$ is calculated to be 61 cm$^{-1}$, by averaging the three components of $T_1$ microstates. The calculated radiative and non-radiative decay rates at 298 K are listed in Table 4, in comparing with the experiments. Note that the theoretical values are calculated in gas phase. The comparison with the measurements is quite satisfactory since there is no free adjustable parameter in such formalism.

[Insert Table 4 here]

**Theoretical investigation of the aggregation induced emission phenomena**

Now, we focus on the application of the above formalism to understand the exotic aggregation induced emission (AIE) phenomena. It was known for a long time that photoluminescence is often quenched with increasing chromophore concentration [77]. Even though intermolecular electron delocalization might increase the electric transition dipole moment or oscillator strength enhancing the radiative decay rate, there are a variety of reasons to counteract to cause luminescence quenching, among which are (i) the intermolecular charge separation (or electron transfer) making radiative recombination more difficult; (ii) the intermolecular energy transfer to traps or quenching sites; and especially, (iii) the Davidov splitting making the lower energy state component with reduced oscillator strength (H-type aggregate). According to
Birks, many aromatic luminophores emit strongly as isolated molecules, but suffer from concentration quenching due to the intermolecular $\pi-\pi$ interaction [77]. There exist certain cases with aggregation enhanced emission, for instance the J-aggregate where the lowest exciton state concentrates all the oscillator strength, largely enhancing the radiative decay rate and allowing possibility of super-radiation [78]. But that requires long range order which is often difficult for organic crystals, let alone for thin film with amorphous packings. That is why the concept proposed in 2001 by Tang and coworkers of the aggregation-induced emission (AIE) [79] has continuously attracted intensive research [80]. Similar photophysical behavior had been reported for electron withdrawing substituted oligophenylenevinylene [81]. The systematic exploration and amplified investigation and application of such exotic phenomena have led to better understanding of the mechanism which turned out to be insightful for molecular design [82].

For the OLEDs application, the device is in solid state. AIE becomes one of the molecular design strategies searching for highly efficient light-emitting materials. It has also become an effective way to detect the concentration effect for application in bio- or chemico-sensing. Several possible AIE mechanisms have been proposed, including the restriction of intramolecular rotations [83, 84], J-aggregation formation [85, 86], excimer formation [87], intramolecular planarization [88], twisting intramolecular charge transfer (TICT) [89], and hydrogen-bonding [90]. Intermolecular interaction has a complicated impact on the photophysics for the aggregates. We tackle the AIE issue by quantitatively computing the radiative and
non-radiative decay rates for molecule in gas phase or solution and in aggregate, to look at the environment effect on both the radiative and non-radiative decay rates. We first take the AIE star molecule silole (1,1,2,3,4,5-hexaphenylsilole, HPS) as example, see Fig 5(a).

The solid-state luminescence quantum efficiency of HPS is measured as high as 78% in thin film, 260-fold increase compared with that (0.3%) in cyclohexane. [91] We build a cluster cut from the X-ray molecular crystal structure to mimic the solid-state environment effect. The computational study was carried out by the hybrid quantum mechanics and molecular mechanics (QM/MM) approach. The computational model of HPS set up is showed in Fig. 5(b), which includes one central QM molecule, active MM-part with 11 nearest molecules, and frozen MM-part with 63 molecules. The (TD)-B3LYP/6-31G(d) and the general Amber force field were adopted for QM and MM parts, respectively, in Chemshell package interfacing TURBOMOLE and DL-POLY programs. In addition, the molecule in solution was simply treated as in gas phase because the experimental measurements were operated in the extremely dilute nonpolar solution. More computational details can be found in Ref. [92].

[Insert Figure 5 here]

The aggregation effect on molecular structures is observed through comparing the modifications between the $S_0$ and $S_1$ states in gas phase with those in solid phase. Upon excitation, the main modifications appear in the dihedral angles between the
central silacycle and the peripheral phenyl rings (especially the phenyl rings at 2,5-positions). The rotational motions of the peripheral phenyl rings around the Si-C bond in gas phase are much freer than those in solid. And the resulting modifications of $D(Si-C2-C9-C26)$ and $D(Si-C5-C6-C31)$ between the $S_0$ and $S_1$ states in gas phase are $14.56^\circ$ and $14.63^\circ$ respectively, much larger than the counterparts $5.85^\circ$ and $1.05^\circ$ in solid phase.

[Insert Table 5]

Table 5 lists the calculated radiative and nonradiative decay rates of HPS in gas and solid phases. As expected, the nonradiative decay rate decreases by four orders of magnitude from $3.76\times10^{11}\text{ s}^{-1}$ in gas phase to $2.06\times10^{7}\text{ s}^{-1}$ in solid phase. While the radiative decay rate is insensitive to the aggregation environment. Consequently, the solid-state quantum efficiency is far higher than that in gas phase, which is in good agreement with the experimental result. More interestingly, it is also found in Table 5 that if the Duschinsky rotation effect (DRE) is neglected, the nonradiative decay rate would be $\sim10^5\text{ s}^{-1}$ and hardly varies from gas to solid phases, which is much smaller than the radiative decay rate of $\sim10^7\text{ s}^{-1}$. This is in contrast to the fact that there is no emission in solution. Therefore, the DRE is very important to account for the excited-state decay rate for the AIEgens.

DRE is a parameter to directly measure the mixing degree of different normal modes during the transition process. Generally, the low-frequency normal modes possess strong DRE. From the reorganization energies decomposition into normal
mode relaxation for HPS in gas and solid phases shown in Fig. 5 (c) and (d), it can be seen that many low-frequency normal modes with wavenumber less than 100 cm\(^{-1}\) are active in gas phase while much fewer modes taking part in solid phase.

The reorganization energy dictates the Franck-Condon factor. [93] It characterizes the ability of accepting the excited-state energy transformed into heat, from which we can analyze the contribution of every normal mode to the nonradiative decay rate. Comparing the reorganization energies of HPS molecule in gas phase and in cluster in Fig. 5 (c) and (d), it is found that in gas phase many low-frequency normal modes (<100 cm\(^{-1}\)) take charge of the dominant nonradiative decay channels as well as a few high-frequency normal modes. While in solid state the channels of low-frequency modes are blocked largely and only the high-frequency modes are unswervingly responsible for the nonradiative decay. These important low-frequency normal modes belong to the rotational/twisting vibrations of the peripheral phenyl rings around the Si-C bond, which just corresponds to the significant modifications of geometries between \(S_0\) and \(S_1\) states described above. The high-frequency normal modes are the stretching vibration of C-C bonds in silacycle, which is requisite for emission of an organic lumophore. Thus, from solution to solid phases, the low-frequency rotational/twisting vibrations are largely suppressed from the surrounding molecular interaction and the nonradiative decay channels are considerably blocked. This sharply decreases the nonradiative decay rate, which cannot compete with the radiative decay. Thus, the strong fluorescence is induced by aggregation.
In order to reveal the AIE mechanism in a more explicit way, we proposed to use the resonance Raman spectroscopy (RRS) to unravel the aggregation effect on the nonradiative decay process. The RRS cross section reads,

\[
\frac{\mu_{1}}{s} \frac{s^{3} \mu_{j} \mu_{j}}{I_{w}^{4} I_{w}^{4}} \frac{S_{0} \mu_{j} \mu_{j}}{I_{w}^{4}}
\]

Thus, the RRS intensity is proportional to the product of the reorganization energy and the frequency for every normal mode. More detailed derivations can be found in Refs. [94, 95].

We choose a typical AIEgen 1,2-Diphenyl-3,4-bis(diphenylmethylene)-1-cyclobutene (HPDMCb) and a non-AIEgen 2,3-dicyanopyrazino phenanthrene (DCPP) to probe the aggregation effect on their nonradiative decay rates. Firstly, we investigated the radiative and nonradiative decay rates of the two compounds in solution and in solid phases by using the approaches mentioned above. As expected, the nonradiative decay rate of HPDMCb is reduced by four orders of magnitude from \(1.31 \times 10^{11} \text{ s}^{-1}\) in solution to \(2.29 \times 10^{7} \text{ s}^{-1}\) in solid phase, while the radiative decay rate is blunt to the change of environment. Thus, the AIE behavior of HPDMCb is well reproduced. Different from HPDMCb, both the radiative and nonradiative decay rates of DCPP are insensitive to the aggregation, \(\sim 10^{6} \text{ s}^{-1}\). Through analyzing the reorganization energy feature of both compounds given in Fig. 6, we found that the reorganization energy of low-frequency normal modes in HPDMCb significantly drops from solution to solid.
phases because the modes are largely restricted, while the reorganization energy feature in DCPP is similar in the two phases.

[Insert Figure 6 here]

Fig. 6 shows the calculated RRS for HPDMCb and DCPP in solution and in solid phases. For HPDMCb, there are remarkable blue shift (> 40 cm\(^{-1}\)) in the low-frequency region and slight hypsochromic shift (< 20 cm\(^{-1}\)) in high-frequency region from solution to solid phase. Moreover, the RRS intensities of the low-frequency normal modes with respect to the high-frequency ones sharply decrease from solution to solid state. The feature of RRS just corresponds to that of the reorganization energy in Fig. 6 as expected. The low-frequency modes of 24 cm\(^{-1}\), 51 cm\(^{-1}\) and 78 cm\(^{-1}\) with strong RRS signals in solution and the one of 70 cm\(^{-1}\) corresponding to the first RRS peak in solid phase are all the out-of-plane torsional/twisting motions of the peripheral phenyl rings. These results indicate that the low-frequency torsional/twisting motions of HPS are very active in solution but become inert owing to the surrounding molecular interaction in solid phase. Whereas for DCPP, the whole RRS lineshape is quite similar in the two phases, and the RRS signal starts to appear at the region of > 200 cm\(^{-1}\). This suggests that there is no low-frequency mode involved in the transition process and the relevant high-frequency modes are not affected by the aggregation.

**Summary and outlook**

Massive scale OLEDs application just starts now for consumable products. Even
larger application in flexible display and solid-state lighting is foreseeable. Seeking highly efficient organic emitters is still an on-going research hot spot. In this Review, we have emphasized three aspects relating to OLEDs from theoretical and computational perspectives. First, we have discussed the longstanding efforts to beat the curse for organic materials for the internal quantum efficiency limit of 25% from the spin statistics. Through assuming an intermediate interchain CT state, we found that such limit can be beaten up by spin-dependent exciton formation rates. We also reviewed recent advances in TADF, TTA, hot exciton, neutral radicals, and even triplet-polaron interaction. All these indicate the 25% limit for OLEDs can be broken. These investigations pointed out the importance of intermediate state for the excited state dynamics, which has been overlooked for functional materials but well known for catalytic process, namely, the transition state. From our earlier interchain CT state, to the recent intramolecular high-lying CT state in the hot-exciton model, the exciton formation via intermediate state is clearly demonstrated. More photophysical investigations are called up. And which mechanism can survive the commercial application is still unclear. Secondly, we discussed the nature of the lowest excited state, with its symmetry and oscillator strength, dictating optical emissions. The electronic excited state remains a major challenge in computational chemistry, especially when the multi-reference contribution is important, for example the 2A_1g state. EOM-CCSD is in general believed to be highly accurate and reliable. However, we found it failed to describe relatively large active space. The ordering is so much sensitive to theoretical treatment on electron correlation. The efforts to understand the
low-lying excited state in extended conjugated chain had led to the application of DMRG in quantum chemistry, which now become a main stream highly accurate method for correlated electron systems. Thirdly, we pointed out that the dynamics simulation for electronic process requires a time step in the order of attosecond, and for nuclear motion, of femtosecond, while the radiative decay time is typically around nanosecond, or even micro or mili-seconds for phosphorescence, leading to the . We thus proposed a rate formalism to capture the essential quantum feature of nuclear vibration at the level of harmonic oscillator. Such an approach needs inputs from standard quantum chemistry package providing molecular parameters such as ground state and excited state vibrational modes and vibronic couplings, the non-adiabatic coupling and spin-orbit coupling etc. It indeed gave satisfactory results for both the optical spectra and the radiative and non-radiative decay rates, for both organic molecules and organo-metallics, justifying the applicability for modeling OLEDs materials. When such formalism is coupled with QM/MM scheme, the molecular aggregate effect on light emitting can be understood quantitatively. The AIE phenomena are revealed through computational study and a plausible way to probe the microscopic mechanism is proposed. The mega challenges in theoretical chemistry lies in the excited state dynamics for complex system for long time behavior. In one word, both electron correlation effect and electron-nuclear coupled dynamics are essential for understanding OLEDs. These just happen to be at the core of theoretical chemistry, which is far from a ready-made tool for molecular design of highly efficient materials.
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**Table 1.** Calculated $\rho$ values from the optimized geometry at B3LYP/6-31G level for di-substituted polyacetylene.

<table>
<thead>
<tr>
<th>R1</th>
<th>H</th>
<th>H</th>
<th>Ethyl</th>
<th>Ethyl</th>
<th>ethyl</th>
<th>Ph</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>Ph</td>
<td>ethyl</td>
<td>Ph</td>
<td>4-(methoxycarbonl)phenyl</td>
<td>4-benzoyl phenyl</td>
<td>Ph</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.91</td>
<td>1.21</td>
<td>0.60</td>
<td>8.47</td>
<td>0.29</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Emission: Weak$^a$ Weak$^a$ Strong$^b$ Strong$^b$ Strong$^b$ Strong$^b,c$

$^a$ from Ref. [52]; $^b$ from Ref. [53]; $^c$ from Ref. [54]

**Table 2** Calculated $\rho$ from the DFT optimized geometry for the X-annulated rylene, in comparison with the MRCI/ZINDO results for $S_1$. NA stands for not available.

<table>
<thead>
<tr>
<th>Compounds</th>
<th>Quaterrylene</th>
<th>QNN</th>
<th>QNS</th>
<th>NQN</th>
<th>NQS</th>
<th>HNNN</th>
<th>ONNNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>1.0</td>
<td>2.54</td>
<td>2.30</td>
<td>1.85</td>
<td>1.70</td>
<td>2.46</td>
<td>2.45</td>
</tr>
<tr>
<td>$S_1$</td>
<td>$2A_g$</td>
<td>1B</td>
<td>$1B_u$</td>
<td>$A'$</td>
<td>$A'$</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Emission</td>
<td>Weak$^a$</td>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ from Ref. [58].

**Table 3** Calculated $\rho$ from the DFT optimized geometry for different substituted OTVs, in comparison with the MRCI/ZINDO results for $S_1$. NA stands for not available.

<table>
<thead>
<tr>
<th>-R</th>
<th>-H</th>
<th>-CH$_3$</th>
<th>-OH</th>
<th>-COOH</th>
<th>-NO$_2$</th>
<th>-CHO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>1.29</td>
<td>1.2</td>
<td>0.91</td>
<td>1.51</td>
<td>1.4</td>
<td>1.85</td>
</tr>
<tr>
<td>$S_1$</td>
<td>$2A_g$</td>
<td>$2A_g$</td>
<td>$2A_g$</td>
<td>$1B_u$</td>
<td>$1B_u$</td>
<td>$1B_u$</td>
</tr>
<tr>
<td>Emission</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
Table 4. Photophysical properties of \( \textit{fac-Ir(F}_2\textit{ppy)}_3 \) at 298K.

<table>
<thead>
<tr>
<th></th>
<th>( \lambda_{\text{max}} ) (nm)</th>
<th>( \Phi_r )</th>
<th>( k_r ) (s(^{-1}))</th>
<th>( k_{nr} ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cal.</td>
<td>470.44</td>
<td>0.73</td>
<td>( 2.69 \times 10^5 )</td>
<td>( 1.00 \times 10^5 )</td>
</tr>
<tr>
<td>Exp.(^a)</td>
<td>466</td>
<td>0.98</td>
<td>( 5.8 \times 10^5 )</td>
<td>( 1.2 \times 10^4 )</td>
</tr>
<tr>
<td>Exp.(^b)</td>
<td>469</td>
<td>0.77</td>
<td>( 4.7 \times 10^5 )</td>
<td>( 1.4 \times 10^5 )</td>
</tr>
<tr>
<td>Exp.(^c)</td>
<td>468</td>
<td>0.43</td>
<td>( 2.7 \times 10^5 )</td>
<td>( 3.6 \times 10^5 )</td>
</tr>
</tbody>
</table>

\(^a\) in 2-MeTHF solution, Ref. [73]; \(^b\) in 2-MeTHF glass, Ref. [74]; \(^c\) in CH\(_2\)Cl\(_2\), Ref. [75].

Table 5. Calculated \( k_r \) and \( k_{IC} \) of HPS in gas and solid phases at room temperature. “No DRE” means without considering DRE.

<table>
<thead>
<tr>
<th></th>
<th>( k_r ) (s(^{-1}))</th>
<th>( k_{IC} ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DRE</td>
<td>no DRE</td>
</tr>
<tr>
<td>gas</td>
<td>( 1.05 \times 10^7 )</td>
<td>( 4.76 \times 10^7 )</td>
</tr>
<tr>
<td>solid</td>
<td>( 6.56 \times 10^7 )</td>
<td>( 6.53 \times 10^7 )</td>
</tr>
</tbody>
</table>
Scheme 1. Schematic sketch of the spin-dependent exciton formation process, where $k_{SL}$ is the spin-lattice relaxation rate, usually much faster than both $k_S$ and $k_T$. Once $k_S > k_T$, the spin statistics is beaten. Reproduced with permission from Ref. 26.

Scheme 2: Principle of TADF proposed by Adachi et al.
**Scheme 3.** Energy level diagram of hot exciton mechanism proposed by Ma et al.

**Scheme 4.** Chemical structures of the derivatives of PA, PDA, rylene and PTV.
Figure 1. 1B_u and 2A_g with respect to Hubbard U (a) and DMRG reveals excited state ordering as a function of (b) chain length; (c) bond length alternation. Reprinted with permission from Ref. [44]. © 1997 by the International Society for Optical Engineering
Figure 2. HOMO of substituted (a) PA and (b) PDA. Reprinted with permission from Ref. 51. © 2006 by the World Scientific Publishing Company.

Figure 3. Molecular orbitals of Quaterrylene and QNN, and the emission spectra of the designed molecules NQS, NQN, QNS, QNN, HNNN and ONNNN.
Figure 4. Theoretical and experimental phosphorescence emission spectra at 77K. Reprinted with permission from Ref. 73. © 2013 by the Chinese Chemical Society
Figure 5. (a) Molecular structure of HPS with labels, (b) computational QM/MM model for HPS, and the reorganization energy versus normal modes of HPS in gas phase (c) and solid phase (d).

Reprinted with permission from Ref. 92. © 2013 by the American Chemical Society.
Figure 6. The reorganization energy $\lambda_j$ versus the normal modes of HPDMCb and HPS in solution and solid phases (top) and the RRS intensity $\sigma$ of HPDMCb and DCPP in solution and solid phases (bottom). Reprinted with permission from Ref. 95. © 2015 by the American Chemical Society.