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By employing density-functional theory coupled with Holstein–Peierls model, we investigate the pressure and temperature dependence of the hole and electron mobilities in naphthalene single crystal from atmospheric pressure up to 2.1 GPa (at room temperature) and from 5 to 296 K (at ambient pressure). It is found that the pressure reduces the electron-phonon coupling strength and enhances the mobilities. Importantly, we point out that only when temperature-dependent structure modifications are taken into account can one better describe the temperature-dependent transport behavior. Especially, the band to hopping crossover transition temperature for the electron transport in the c'-axis is calculated to be around 153 K, which is close to the experimental result of between 100 and 150 K. If this temperature-dependent structure modifications were neglected, the transition temperature would be only about 23 K, as previously obtained [L. J. Wang et al., J. Chem. Phys. 127, 044506 (2007)]. © 2008 American Institute of Physics. [DOI: 10.1063/1.2918276]

I. INTRODUCTION

Organic semiconductors have been applied in light-emitting diodes, thin-film transistors, and photovoltaic cells.1–7 The charge carrier mobilities critically influence their performance.8 Remarkable progresses in increasing the charge mobility have been achieved in recent years. Experimentally, Rang coworkers.14,24,25 The model contains both the bandlike and the hopping terms, which has been shown to reproduce the experimental temperature-dependent mobilities of organic semiconductor naphthalene single crystal.14,26(a) It is found that the intermolecular vibrational modes play much more important role than the intramolecular vibrations.26(a) On the other hand, several experiments have been carried out to investigate the pressure effects on charge transport. Both lattice constants27–35 and phonon frequencies31,34–36 have been found to be sensitive to temperature and pressure.

In this work, starting from the experimentally determined pressure-temperature-dependent structures, we study the structure-transport relationships by means of the Holstein–Peierls model projected by density-functional theory (DFT) calculations. The relationships between both hole and electron mobilities with pressure and temperature have been investigated.

II. THEORETICAL METHODOLOGY

The Holstein–Peierls Hamiltonian reads14,26(a)

\[ H = \sum_{mn} e_{mn} a_{m}^{\dagger} a_{n} + \sum_{\lambda} \hbar \omega_{\lambda} \left( b_{\lambda}^{\dagger} b_{\lambda} + \frac{1}{2} \right) + \sum_{mn\lambda} \hbar \omega_{\lambda} g_{\lambda mn} (b_{\lambda}^{\dagger} + b_{-\lambda}) a_{m}^{\dagger} a_{n}. \]  

(1)

Here \( a_{m}^{\dagger} (a_{m}) \) represents creating (annihilating) a charge carrier at site (molecule) \( n \), and \( b_{\lambda}^{\dagger} (b_{\lambda}) \) represents creating (annihilating) a phonon indexed as \( \lambda \). \( e_{mn} \) is the transfer integral between sites \( m \) and \( n \), \( \omega_{\lambda} \) is the frequency of phonon \( \lambda \), and \( g_{\lambda mn} \) is the electron-phonon coupling constant between phonon mode \( \lambda \) in the charge transfer path \( m \rightarrow n \). All the coupling constants \( g_{\lambda mn} \), including both local \( (m=n) \) and nonlocal \( (m \neq n) \) parts for inter-\( (\lambda \in \text{intermolecular}) \) and...
intramolecular (λ ∈ intramolecular) vibrations, have been taken into consideration.26(a)

Starting from the Holstein–Peierls Hamiltonian, the conductivity can be evaluated with the Kubo formalism of linear response theory with a current-current correlation function.14,25 The temperature-dependent mobility can be expressed as

\[ \mu_α(T) = \frac{e_0}{2k_B T^2} \sum_{n \neq m} (R_{am} - R_{nm}) \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \left[ \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \right] \]

where \( G_k = g_{kmm} + g_{knn} + \frac{1}{2} \sum_l \frac{g_{kml} g_{klm} + g_{knl} g_{klm}}{2} \) is the effective electron-phonon coupling constant, \( N_k = 1/(e^{\hbar \omega_{q_k}/k_B T} - 1) \) is the phonon occupation number. \( \Delta_{mn} = \frac{1}{2} \sum_k \hbar \omega_k \left[ g_{kln} (g_{lmm} + g_{nkk}) + g_{nkm} \right] \) is the contribution of interatomic force levels off, and then the prefactor of \( T^{-1/2} \) in Marcus formula dominates the decrease of temperature behavior, much as the nonlocal parts in this work.26(a) Besides, the local part monotonically decreases with \( T \) when the electron-phonon coupling is weak, and has a local minimum in the temperature dependence when the coupling is strong.12,26(a) However, at low temperature, the local part always decreases with temperature. Therefore, \( \mu_\alpha \) and \( \mu_\alpha \) correspond to the bandlike and hopping mobilities exactly at low temperature.4

\[ \mu_\alpha = \mu_\alpha^{\text{local}} + \mu_\alpha^{\text{nonlocal}}, \]

where

\[ \mu_\alpha^{\text{local}} = \frac{e_0}{2k_B T^2} \sum_{n \neq m} (R_{am} - R_{nm}) \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \left[ \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \right] \]

\[ \mu_\alpha^{\text{nonlocal}} = \frac{e_0}{2k_B T^2} \sum_{n \neq m} (R_{am} - R_{nm}) \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \left[ \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} T^2 - \frac{1}{2} \sum_k 2G_k (1 + 2N_k \Delta_{mn})} \right] \]

From our previous study,26(a) when the temperature increases, the nonlocal parts start to increase, then level off, and finally slightly decrease with \( T \). Since this is a basic character of classical Marcus hopping theory,26(b) namely, when temperature is increased to overcome the barrier, the exponential function levels off, and then the prefactor of \( T^{-1/2} \) in Marcus formula dominates the decrease of temperature behavior, much as the nonlocal parts in this work.26(a) Besides, the local part monotonically decreases with \( T \) when the electron-phonon coupling is weak, and has a local minimum in the temperature dependence when the coupling is strong.12,26(a) However, at low temperature, the local part always decreases with temperature. Therefore, \( \mu_\alpha^{\text{local}} \) and \( \mu_\alpha^{\text{nonlocal}} \) correspond to the bandlike and hopping mobilities exactly at low temperature, but the classification becomes blurred at higher temperatures. Furthermore, we should bear in mind that the definite separation of the tunneling part and hopping part in the polaron model is not easy, and even harder in our theory which considers all the electron-phonon coupling constants, including both local and nonlocal parts for inter- and intramolecular vibrations.8 Although the classification is not clear over all the temperature range, a detailed study of the distributions of the two parts can still help us understand the intrinsic relationship between transport properties and structure.26(a)

There are five basic physical quantities in Eq. (2): Temperature \( T \), structure coordinates \( R_{am} \), phonon frequencies \( \omega_q \), transfer integrals \( e_{ij} \), and the electron-phonon coupling constants \( g_{ij} \). At given temperature \( T \) and pressure \( P \), the site coordinates \( R_{am} \) are fixed. The procedures for calculating \( \omega_q \), \( e_{ij} \), and \( g_{ij} \) involve extensive first-principles DFT calculation for both the band structure and the vibration spectrum, and the subsequent projections into a tight-binding model, which have been described in detail elsewhere.26(a)

Here we only give a brief summary. The phonon frequencies are evaluated from the Hessian matrix only at the \( \Gamma \)-point, namely, the phonon dispersion is neglected due to the limit of computational complexity: Organic crystals usually consist of large unit cell and the intermolecular interactions are weak. The transfer integrals are obtained by fitting the DFT band structure with the tight-binding model

\[ e(\vec{k}) = e_0 + \sum_{\{ij\}} e_{ij} e^{-i \vec{k} \cdot \vec{R}_{ij}} \]

both for the highest occupied crystal orbital (HOCO) and the lowest unoccupied crystal orbital (LUCO) energy bands. Only the transfer integrals of the neighbors \( \{mn\} = \{0,a,b,c,ac,ab,abc\} \) with \( R_m - R_n = 0, \pm a, \pm b, \pm c, \pm (a+c), \pm (a/2 \pm b/2), \) and \( \pm (a/2 \pm b/2 + c) \) (see Fig. 1) are considered in the fitting procedure as the long range intermolecular overlaps are extremely small for organic crystal.26(a) The electron-phonon coupling constants are ob-
tained by numerical differentiation of the transfer integrals with respect to the phonon normal coordinates

\[ g_{\lambda mn} = \frac{1}{\omega_{\lambda}} \frac{\partial \epsilon_{mn}}{\partial Q_{\lambda}}. \]  

Then the mobility is obtained through Eq. (2).

III. NUMERICAL RESULTS AND DISCUSSIONS

A. Calculation details

All the calculations in this work are performed with the Vienna ab initio simulation package (VASP) which has proved to be a power tool for the theoretical study of periodic systems. \(^{38}\) The Perdew–Burke–Ernzerhof (PBE) exchange-correlation (XC) functional is chosen because it can best describe the weak intermolecular interaction for molecular crystals. \(^{39}\) The lattice constants are fixed with data from experiment. \(^{8,27,29,30,33}\) Plane wave kinetic energy cutoff is 600 eV. The optimizations using constrained unit-cell parameters are done until all the atomic forces are less than 0.01 eV/Å. The convergence criterion of the total energy is \(10^{-5} \) eV in the self-consistent field iteration. We choose very small inhomogeneous line broadening factor \(h\Gamma = 0.1 \) meV, which corresponds to ultrapure crystal. \(^{14}\) A \(4 \times 4 \times 4\) \(k\)-space grid in the first Brillouin zone is used to evaluate the transfer integrals with the band-fitting method.

B. Pressure-dependent mobility

To investigate the relationship between mobility and pressure at room temperature, we start with the lattice constants determined by experiment under various pressures (see Table I) to evaluate all the basic quantities in Eq. (2). First, in Fig. 2, we depict the pressure-induced phonon frequency change ratio. It is evident that the most important changes occur at the low-frequency part. Namely, the pressure makes the crystal more solid. The intermolecular interaction is enhanced and then the intermolecular vibration frequency is increased. The calculated results can compare well to the experimental results [shown in the inset of Fig. 2(a)]. This indicates the computational scheme, especially the choice of XC (PBE) functional is reasonable. We depict more explicitly the pressure dependences of the lowest three intermo-

![FIG. 1. Labeling of nearest neighbors for intralayer and interlayer of naphthalene crystal.](image)

For the most important intermolecular vibrational mode of naphthalene crystal, we made a log-log plot [see Fig. 2(c)] to fit

TABLE I. Lattice parameters of naphthalene crystal at different pressures (at room temperature) and temperatures (at atmospheric pressure) (\(\alpha = \gamma = 90^\circ\)).

<table>
<thead>
<tr>
<th>Pressure (GPa)</th>
<th>(a) (Å)</th>
<th>(b) (Å)</th>
<th>(c) (Å)</th>
<th>(\beta) (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.013 (25E-4)</td>
<td>8.235</td>
<td>6.003</td>
<td>8.658</td>
<td>122.92</td>
</tr>
<tr>
<td>0.6(^a)</td>
<td>8.0348</td>
<td>5.8999</td>
<td>8.565</td>
<td>123.59</td>
</tr>
<tr>
<td>0.6(^b)</td>
<td>7.9948</td>
<td>5.8726</td>
<td>8.542</td>
<td>123.677</td>
</tr>
<tr>
<td>1.0(^b)</td>
<td>7.8523</td>
<td>5.8106</td>
<td>8.474</td>
<td>124.027</td>
</tr>
<tr>
<td>2.1(^b)</td>
<td>7.6778</td>
<td>5.721</td>
<td>8.395</td>
<td>124.55</td>
</tr>
<tr>
<td>5(^c)</td>
<td>8.0711</td>
<td>5.9272</td>
<td>8.624</td>
<td>124.661</td>
</tr>
<tr>
<td>50(^c)</td>
<td>8.0798</td>
<td>5.9303</td>
<td>8.6288</td>
<td>124.582</td>
</tr>
<tr>
<td>92(^c)</td>
<td>8.1080</td>
<td>5.9397</td>
<td>8.6472</td>
<td>124.379</td>
</tr>
<tr>
<td>109(^c)</td>
<td>8.1224</td>
<td>5.9430</td>
<td>8.6525</td>
<td>124.322</td>
</tr>
<tr>
<td>120(^d)</td>
<td>8.1279</td>
<td>5.9461</td>
<td>8.6546</td>
<td>124.258</td>
</tr>
<tr>
<td>131(^d)</td>
<td>8.1356</td>
<td>5.9486</td>
<td>8.6568</td>
<td>124.197</td>
</tr>
<tr>
<td>143(^d)</td>
<td>8.1433</td>
<td>5.9512</td>
<td>8.6594</td>
<td>124.128</td>
</tr>
<tr>
<td>153(^d)</td>
<td>8.1508</td>
<td>5.9536</td>
<td>8.6610</td>
<td>124.066</td>
</tr>
<tr>
<td>163(^d)</td>
<td>8.1577</td>
<td>5.9559</td>
<td>8.6627</td>
<td>124.001</td>
</tr>
<tr>
<td>173(^d)</td>
<td>8.1647</td>
<td>5.9582</td>
<td>8.6644</td>
<td>123.933</td>
</tr>
<tr>
<td>184(^d)</td>
<td>8.1686</td>
<td>5.9617</td>
<td>8.6654</td>
<td>123.860</td>
</tr>
<tr>
<td>195(^d)</td>
<td>8.1799</td>
<td>5.9632</td>
<td>8.6678</td>
<td>123.772</td>
</tr>
<tr>
<td>206(^c)</td>
<td>8.1875</td>
<td>5.9657</td>
<td>8.6695</td>
<td>123.684</td>
</tr>
<tr>
<td>217(^c)</td>
<td>8.1952</td>
<td>5.9682</td>
<td>8.6711</td>
<td>123.591</td>
</tr>
<tr>
<td>228(^c)</td>
<td>8.2028</td>
<td>5.9707</td>
<td>8.6727</td>
<td>123.493</td>
</tr>
<tr>
<td>239(^c)</td>
<td>8.2128</td>
<td>5.9727</td>
<td>8.6745</td>
<td>123.388</td>
</tr>
<tr>
<td>273(^c)</td>
<td>8.2425</td>
<td>5.9806</td>
<td>8.6814</td>
<td>123.042</td>
</tr>
<tr>
<td>296(^c)</td>
<td>8.2606</td>
<td>5.9872</td>
<td>8.6816</td>
<td>122.671</td>
</tr>
</tbody>
</table>

\(^a\)Reference 27.
\(^b\)Reference 33.
\(^c\)Reference 30.
\(^d\)Reference 29.
\(^e\)Fitting.
the constant $\gamma$. We found $\gamma=3.46$, which is in nice agreement with the measured value $\gamma=3.6$. This further confirms the reliability of the electronic structure calculations. Even though the DFT is generally believed not able to describe the weak interaction, it turns out that the chosen PBE functional is very reasonable for our system.

Next, we look at how the electronic terms ($e$'s) in the Holstein–Peierls model change with pressure. These are obtained through DFT band structures for the HOCO (hole) and LU CO (electron) bands fitted to the tight-binding model at each pressure value, see Figs. 3(a) and 3(b). The interlayer interactions are much weaker than the intralayer interactions in the naphthalene crystal, so the charge transfer paths $\{mn=a,b,ab\}$ have much larger contributions than the other directions. It is seen from Fig. 3(a) that the hopping terms are on average doubled when pressure is increased from ambient to 2.1 GPa.

We then look at the pressure-dependent electron- and hole-phonon coupling $G$. Figure 4(a) shows that both the electron-phonon and the hole-phonon coupling constants decrease as the pressure increases. It is interesting to note that the electron-phonon coupling constant is much larger than the hole-phonon one in naphthalene crystal. Therefore the former seems to decrease in a more remarkable way. In fact, both of them decrease about 40% when going from ambient to 2.1 Pa. In order to understand this disparity of electron and hole, let us take a look at the longitudinal optical phonon with the lowest frequency, which is found to be the most important one due to its large electron-phonon coupling constant and the large phonon occupation number at room temperature. We take the naphthalene dimer in the unit cell, and we focus on direction $b$. For this specific mode of

FIG. 2. (a) Ratio of the calculated phonon frequencies between 2.1 GPa with 1 atm. The experimental results (Ref. 34) are shown in the inset. (b) Pressure dependence of three intermolecular phonon frequencies. (c) Mode-Grüneisen parameter fit, which relate the phonon frequency with the unit-cell volume.

FIG. 3. The pressure-dependent transfer integrals of the (a) intralayer and (b) interlayer nearest neighbors.
48.8 cm⁻¹, the molecules themselves are found to be rigid, and they rotate along their perpendicular axes through the center of the molecules [see Fig. 4(b)]. Since there is a translational symmetry between b dimer due to our process of calculating phonon modes with only Γ-point, the rotation patterns for the two molecules in b dimer are the same. We plot in Figs. 4(c) and 4(d) the relative orientation of a naphthalene dimer under the relevant intermolecular rotation for 0°, 15°, and 25°. The large rotation angle is an exaggeration for a guide of eyes. In calculation for the electron-phonon coupling constants, only a very tiny rotation angle is applied for the finite differentiation of Eq. (7). Upon rotating the molecule dimer according to this mode, we can find that the relative positions evidently change along the long axis of naphthalene molecule [shown by the dashed lines in Figs. 4(c) and 4(d), where left ends of the lines are fixed while the right ends sweep along the long axis of the right molecule]. Such rotation can result in change of relative phase of the two overlapping LUCO wavefunctions (electron) [the wavefunction along the dashed line in Fig. 4(c) has changed a lot during the rotation], but not for HOCO (hole). In other words, the change of the electron coupling of electrons will be larger than holes, namely, the electron-phonon coupling is much larger than the hole-phonon coupling in the naphthalene crystal.

In Fig. 5, we present the calculated hole and electron mobilities in the naphthalene single crystal as a function of pressure at room temperature in the a, b, and c’ directions. Here, c’-axis is normal to the ab plane of the naphthalene crystal. The nearly linear relationship between the hole mobility and the pressure is in good agreement with the experiment. Furthermore, we find that the electron mobilities increase with pressure in a way much faster than the holes. To rationalize the different pressure behaviors of hole and electron, one may consider the following arguments: Among the five basic parameters in Eq. (2), only the transfer integrals and the electron-phonon coupling constants are different for electrons and holes. For simplicity, we use \( \mu \propto \varepsilon_{\text{sm}}^2 e^{-G_a(P)} \) relationship to understand their main contributions to mobility. First the pressure dependences of the largest transfer integrals are almost the same for both holes and electrons, see Fig. 3(a). Therefore their contributions to the pressure dependence are nearly the same. Second, the decrease in the electron-phonon coupling is much larger than the hole-phonon coupling as the pressure increases [Fig. 4(a)], and then \( e^{-G_a(P)} \) will increase much faster for electrons than holes. Therefore, the different pressure dependence can be fully rationalized from the coupling strengths of phonons with electrons and holes.

### C. Charge mobility and the temperature-dependent structure modification

The organic crystal structure changes with temperature. The experimental data of naphthalene crystal structures are available at temperatures \( T = 5, 50, 92, 109, 143, 184, 239, 273, 296 \) K, where for \( T = 5 \) and 50 K, the data are taken from the deuterated naphthalene \( C_{10}D_8 \), since its unit-cell volume is only about 0.3%–1.3% smaller than the \( C_{10}H_8 \) due to the deuteration effect. In order to get a smooth temperature dependence, we make appropriate interpolation among the experimental lattice constants for the whole temperature range 50–239 K by using analytic functions, see Fig. 6. The interpolating fittings are very successful since the correlation factors \( R \) are always close to 1. It should be noted that due to limited experimental data, such interpolation does not reveal the physical law governing the structure variation with respect to temperature. It only gives smooth fit. The lattice parameters including both the experimental and the interpolated data at ambient pressure are listed in Table I.

After taking the temperature-induced structure variation into account, the calculated temperature-dependent charge transport mobilities are shown in Fig. 7. Here, we only focus on the hole transport in the b-axis [Fig. 7(a)] and electron transport in the c’-axis [Fig. 7(b)], because (i) in naphtha-
lene, holes are the dominant carriers and the $b$-axis is the most important transport direction\textsuperscript{23,42} and (ii) the band-hopping crossover occurs in the $c'$ direction for electron transport which is of strong fundamental interest.\textsuperscript{43} When compared to our previous results,\textsuperscript{26(a)} we can make the following remarks.

(i) The hole mobility decreases with temperature faster in high temperature range and thus overcomes our previous discrepancy with experiment above 60 K, which we had attributed to the possible thermal fluctuation effect.\textsuperscript{26(a)} Now, with this natural structure dependence, the calculated temperature dependence of hole mobility is in much better agreement with the experiment.

(ii) The band-hopping crossover transition temperature for the electron transport in the $c'$-axis is calculated to be around 153 K now, which is much larger than our previous result of about 23 K without considering the temperature-induced structure variation. This value agrees much better with the experimentally observed transition temperature between 100 and 150 K.

In Fig. 7, we also displayed the temperature dependences of hole and electron mobilities with fixed experimental lattices at various temperatures, since these dependences without considering the temperature-dependent structure modification can help us understand the intrinsic mechanism of the structure effect. The holes in the $b$-axis exhibit nearly the same bandlike transport, while the electron transport in the $c'$-axis remarkably changes from pure bandlike\textsuperscript{153 K} to band-hopping crossover\textsuperscript{163 K}. Since the local and nonlocal mobilities in Eq. (3) approximately correspond to the bandlike and hopping parts, respectively, the different effects of structure to hole and electron transports can be well understood by analyzing the contributions of the local part $\mu_{\text{local}}/(\mu_{\text{local}}+\mu_{\text{nonlocal}})$, see Fig. 8. We can find that the local part is the main contribution to the hole transport in the $b$-axis over the whole temperature range 5–296 K. On the other hand, the contribution of the bandlike local part for electrons decreases from 100% at 5 K to about 20% at 296 K, thus band-hopping crossover should happen at a certain temperature. When transport begins to change from bandlike to band-hopping crossover, the mobility at that

\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{figure5.png}
\caption{The relationships between the hole and the electron mobilities and pressure.}
\end{figure}
FIG. 6. Interpolating fits of crystal parameters $a(T)$, $b(T)$, $c(T)$, and $\beta(T)$ with available experimental data (Refs. 29 and 30) over the range 50–239 K.

FIG. 7. (Color online) The calculated and experimental (Refs. 23, 42, and 43) results of the temperature-dependent mobilities of (a) hole in the $a$-axis and (b) electron in the $c'$-axis. The temperature-dependent mobilities with fixed lattice parameters are shown for comparison.
temperature will suddenly increase. This temperature is just the band-hopping crossover transition temperature including the structure variation induced by temperature. According to our calculation, the crossover temperature is about 153 K.

Finally, we point out that present theoretical results overestimate the experimental mobilities by about two orders of magnitude. We attribute such discrepancy to the limit of the linear electron-phonon interaction assumed in the model and the neglect of the effect of acoustic phonons and the thermal fluctuation in the treatment of many-body effects. In addition, our choice of inhomogeneous line broadening factor is very small to exclude disorders since we aim to study the temperature dependence of the charge transport in the ultrapure crystal. However, the density of chemical and physical defects in single crystals has been seen in experiments. A large broadening factor certainly will largely decrease the calculated mobility. Unfortunately, the treatment of these scattering processes is far from satisfaction which is beyond our present model, and detailed consideration of the effect may be quite complex in the systems due to the presence of static defects and disorder.

Charge localization effect due to thermal fluctuation at growing temperature has been recently considered by Troisi and co-workers. They got the decreased mobilities with temperature just like the transport in the $b$-axis for holes in Fig. 7(a), but the origins are obviously different from ours. Under our model, the intermolecular vibrational modes are found to be essential to scatter the electron/hole transport. These also cause bandwidth narrowing. However, in deriving an effective one-body Hamiltonian from the original Holstein–Peierls mode, after the canonical transformation, the renormalized electronic terms, which contain infinite orders of electron-phonon couplings, are replaced by a thermal average. The major drawback lies in the thermal average which makes the many-body problem tractable. But doing this, thermal fluctuation effect is neglected. The temperature enters in the phonon occupation distribution and temperature-dependent lattice variation in the present work. The bandwidth narrowing effect is contained, but not to the scale of complete localization of polaron. However, we note that from Troisi’s molecular dynamics simulation and the subsequent DFT calculations for the electron coupling terms, the fluctuations of $\varepsilon$’s are in the same magnitude as $\varepsilon$’s themselves. For the one-dimensional system, any disorder would cause complete localization. Such large fluctuation is not expected for a three-dimensional closely packed molecular crystal. The fluctuation effects should be further incorporated in the Holstein model study. After all, the projection to tight-binding model can only be done for simple molecules, which strongly limit the application scope of this method. All these need further studies to achieve a more satisfied quantitative description. Nevertheless, the present study does preliminarily reveal the pressure and temperature-induced structure modifications to the electron-phonon couplings and the mobility.

IV. CONCLUSION

In summary, we have investigated the pressure- and temperature-dependent mobilities in the naphthalene crystal by using DFT-projected Holstein–Peierls model. It is found that the pressure increases the phonon frequency, much more for the low-frequency phonons than for high-frequency ones, and lowers the electron-phonon coupling strengths. A nearly linear relationship between hole mobility and pressure has been reproduced from first-principles calculations. Besides, after considering the structure variation induced by temperature, the temperature-dependent mobilities of both holes and electrons have been found to much better agree with the experiments; especially, the band-hopping crossover temperature for the electron transport in the $c^\prime$-axis is calculated to be 153 K, which is in nice agreement with the experimental result of between 100 and 150 K, while previous result gave only 23 K.

ACKNOWLEDGMENTS

This work is supported by the Ministry of Science and Technology of China (Grant Nos. 2002CB613406, 2006CB8080200, and 2006CB0N0100) and NSFC, as well as the Chinese Academy of Sciences.